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● The growth of sizes of neural networks

AI model size: 3.5-month doubling
Moore’s law: 18-month doubling

https://openai.com/blog/ai-and-compute/

time model size

June, 2018 OpenAI GPT 0.11 billion

Oct, 2018 BERT 0.34 billion

Feb, 2019 GPT-2 1.5 billion

Sep, 2019 Megatron-LM 8.3 billion

Feb, 2020 Turing-NLP 17 billion

June, 2020 GPT-3 175 billion

June, 2020 Google MoE 600 billion

Jan, 2021 Google Switch 
Transformer

16000 billion

Background
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Data Parallelism Pipeline Parallelism Tensor Parallelism

●Distribute data across processors
●Processed in parallel, and parameters 
are updated synchronously.

●Communication happens at the 
all-reduce operations to sum the 
gradients from all processors

● Model is split by layer
● Data is split into micro batches for 

pipelining
● Communication occurs between 

pipeline stages(devices)

● Tensor is split across devices
● Example: Megatron

Where the parallelism comes from for deep learning?

Parameter synchronization
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Reduced accuracy 

 Problem of large-batch training (data parallelism)  

Problems of existing algorithm : 

Reason:sharp minimum problem & poor convergence

Large batch training = sharp minimum 
problem. 
For problem with shape  the sharp 
minimum,  a good performance does not 
mean a good performance in the test set.

sharp minimum problem 

●Large batch training = sharp minimum problem. 
●For problem with shape  the sharp minimum,  a good 

performance does not mean a good performance in the 
test set.

Larger batch requires a greater learning rate. The 
upper limit of batch size for other methods is 8K. 4



 LARS  
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 LAMB  
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 Benefits of LARS for ImageNet Training  

● LARS: Larger batch size without loss of performance. Greatly shorten training time.
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• Maximize the use of GPU resources and achieve near linear acceleration with guaranteed 
convergence.

Speedup for ViT  

Benefits
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# GPU Batch size
300 epochs 

(hour)

1 128 73

4 512 21

16 2048 5.88

64 8192 1.67

128 16k 0.83

200 32k 0.68

ViT-B/32 ImageNet-1K



 LAMB: reducing BERT training time

LAMB : 
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Optimizer batch size steps
F1 score on dev 

set
TPUs Time

Baseline 512 1000k 90.395 16 81.4h

LAMB 512 1000k 91.752 16 82.8h

LAMB 1k 500k 91.761 32 43.2h

LAMB 2k 250k 91.946 64 21.4h

LAMB 4k 125k 91.137 128 693.6m

LAMB 8k 62500  91.263 256 390.5m

LAMB 16k 31250 91.345 512 200.0m

LAMB 32k 15625 91.475 1024 101.2m

LAMB 64k/32k 8599 90.584 1024 76.19m



 LARS/LAMB  

LARS : LAMB : 

• High adaptability

• Refresh the world record of training speed 

• Widely used in the industry 10

LARS: https://paperswithcode.com/method/lars LAMB:https://paperswithcode.com/method/lamb



ImageNet Training Speed World Record
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Team Date Time Method

Microsoft 2015/12/10 29 hours SGD

Facebook 2017/6/8 1 hour SGD

Berkeley 2017/12/7 14 minutes LARS

Tencent 2018/7/30 6.6 minutes LARS

Sony 2018/11/14 3.7 minutes LARS

Google 2018/11/16 2.2 minutes LARS

Fujitsu 2019/3/29 1.3 minutes LARS

Google 2019/7/10 1.1 minutes LARS

Google 2020/11/7 29 second LARS

● LARS is being used in industry
○ Dr. Hinton used LARS for self-supervised learning
○ Google SimCLR, Facebook SEER, DeepMind BYOL



Applications
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"In our tests, we found that LAMB made a difference even on 
a single p3dn.24xlarge machine with global batch size 768, 
while Adam diverged immediately ..."
 --- by Yaroslav Bulatov, Ben Mann, Darius Lam, Scaling 
Transformer-XL to 128 GPUs

LAMB is being used in DeepSpeed

LAMB is becoming a commonly-used technique in industry
LAMB helped fast.ai to scale AI to 128 GPUs



Impact
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● Our work was reported by many Tech medias
○ Science Daily, TACC, Intel, Tech Networks, The Next Web, USA NSF

● LARS and LAMB are included in MLPerf
○ Members of MLPerf includes Google, Alibaba, NVIDIA, Intel, AMD, Huawei, Baidu

● According to NVIDIA GitHub，LAMB is 72x faster than previous methods



Partition of long 
sequence, which be 
signed to different 

processors. 

Future work: 5-D Parallelism  

 Data parallelism

 Processors 
performs the same 

task on different 
partitions of data 

set.

2-D 

1. Partition a model in 2/3 dimensions
2. Distribute a model into processors
3. Each processor in charge of a part of 
the computation and parameter update.

3-D 

5-D Parallelism

2.5-D  

Combining 2D and 
3D parallelism.

Sequence 
parallelism

All concluded in Colossal-AI System

Model parallelism 
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Thanks！

Colossal-AI System 
(Open-Source)
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https://github.com/hpcaitech/ColossalAI


